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What we learnt in the previous lecture

e Hardware accelerators can be used in combination
with CPUs to executing specific tasks more efficiently

e There are many types of hardware accelerators :
o GPUs /FPGAs /ASICs /VPUs / TPUs etc.

o The choice of hardware accelerator is based on
the task at hand

e The GPU has thousands of cores and therefore can
provide massive parallelization
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Overview of today’s lecture

e GPUvs CPU & GPU vs FPGA
e Heterogeneous computing
e The computing challenges in HEP

e GPU applications in HEP
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Why GPUs?

42 Years of Microprocessor Trend Data ° Moore's law states that the
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https://www.karlrupp.net/wp-content/uploads/2018/02/42-years-processor-trend.png
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FLOPS : Floating Point Operations per Second :

e Measure of computing performance useful in
fields that require floating point calculations
(such as HEP)

e (Can be measured for simple systems i.e.
computers with exactly 1 CPU as well as
complex systems such as High Performance
Computing (HPC) centers :

nodes % sockets o cores % cycles " FLOPs
rack node socket  second cycle

FLOPS = racks x

e Tesla T4 GPU Single Precision Performance
(FP32): 8.1 TFLOPS [2]
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https://www.nvidia.com/en-us/data-center/tesla-t4/
https://www.karlrupp.net/2013/06/cpu-gpu-and-mic-hardware-characteristics-over-time/

GFLOP/sec per Watt

Performance comparison of CPUs and GPUs (¢

10?

Theoretical Peak Floating Point Operations per Watt, Single Precision

An important metric is the FLOPS per Watt :

................

3 W | e Rate of floating point operations performed per
& watt of energy consumed

Important metric since power consumption is a
ST limiting factor today in both usage and manufacturing
o =i of hardware :

' N
0 oae®
£ SEN Xean Phi.7120.

e Energy usage is an important constraint on the
maximum computational capabilities that can

Image source: [1]
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https://www.karlrupp.net/2013/06/cpu-gpu-and-mic-hardware-characteristics-over-time/

CPU vs GPU - overview of main differences

CPU
e ~0O(10) powerful cores
e Low latency
e Serial processing
e Complex operations
e Higher clock speeds

Control ALU |Al.ll

ALU AW
CPU

Image source : Nvidia

GPUs
e ~0(1000) of less powerful cores
e High throughput
e Parallel processing
e Simple operations
e Better per-watt performance

CPU

(Multiple cores )

I (10 n Ay

GPU
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https://developer.nvidia.com/blog/cuda-refresher-reviewing-the-origins-of-gpu-computing/

The Field Programmable Gate Array (FPGA)

e Semiconductor device that is based around a matrix of NITETETEITETITETLN |
configurable logic blocks (CLBs) " i e
o Logic blocks consist of few logic cells . L Jl Lee I e J]f Lo -
e CLBs connected via programmable interconnects E Lee J]f| Lo S Lo I Lee ] E
e Can be reprogrammed to desired application or = <
functionality requirements after manufacturing a ==l == -
| L} Programmable
e Has afixed latency . =
AEEEEEEEEEEEEEEEER

e Has its own I/0 — Does not require a computer to run
on

e Programmable using a Hardware Description Language
(HDL)

Image source [1]
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https://en.wikipedia.org/wiki/Hardware_description_language
https://www.electronicshub.org/wp-content/uploads/2020/01/FPGA-Structure.jpg

CPU vs FPGA - Pros & Cons

Pros

Cons

FPGA

Re-configurable circuitry

Lower latency

More power efficient

Interconnect is not a bottleneck — high
bandwidth

Programmable using hardware description
languages (VHDL etc.) — are more difficult
to learn/use

Usually not backward/forward compatible
Larger cost

Cons

Pros

GPUs

Not reconfigurable

Higher latency

Less power efficiency

Interconnect is NVLink or PCle — data
transferred can be a bottleneck

Programmable using high level languages
(CUDA, OpenCL, portability libraries etc.)
Backward & forward compatibility
Cheaper
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(PUs vs GPUs vs FPGAS comparison

Latency Connection | Engineering cost FP performance Serial / Memory Backward
parallel compatibility
CPU O(10) us Ethernet, Low entry level: 0O(1-10) TFLOPs Optimized for | O(100) GB | Compatible,
USB, PCle Programmable with C++, serial, RAM except for
pthon, etc. increasingly vector
vector instruction
processing sets
GPU O(100) ps PCle, Nvlink | Low to medium entry level: | O(10) TFLOPs Optimized for | O(10) GB Compatible,
Programmable with CUDA, parallel exept for
OpenCL, etc. performance specific
features
FPGA Fixed Any High entry level: Optimized for Optimized for | O(10) MB Not easily
0O(100) ns connection traditionally hardware fixed point parallel on the backward
via PCB description languages, performance performance FPGA compatible
Some high-level syntax itself

available

Source : https://arxiv.org/pdf/2003.11491.pdf
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https://arxiv.org/pdf/2003.11491.pdf
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: V
e A heterogeneous system can consist of : Malii MBHG
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compute powerful with less compute 2
. i | Global Memory |
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CPU cores .. EE N EE
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o Hardware accelerators .. EE EE | Em
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Images source : https://www.routledgehandbooks.com/doi/10.1201/9780429399602-3
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https://www.routledgehandbooks.com/doi/10.1201/9780429399602-3

How are hardware accelerators used/

Compute-Intensive Functions

*Image source Nvidia

Application Code

Rest of Sequential
CPU Code

CPU

In accelerated computing we take the compute
intensive parts of the application code and
parallelize that for execution on i.e. a GPU
o Typically integer or floating
mathematical operations

point

The remainder of the code (usually the vast
majority) remains on the CPU
o The part of code that remains on the CPU is
ideally serial code

Data between the the CPU and the accelerator has
to be transferred:

o This is performed via interconnect i.e. PCle
(Peripheral Component Interconnect Express),
NVLink, Ethernet etc.
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Challenges in heterogeneous computing

e Data transmission

o Data has to be transferred from host (CPU) to device
(GPU/accelerator)

o Costly — Interconnect can be a bandwidth bottleneck

e Portability
o HPC centers used by experiments will have different types of GPUs /
different accelerators / different types of CPUs

o Software should be portable and able to run on different platforms
with minimal changes

e Reproducibility
o  Different computing sites/HPCs will have different architectures

o Should determine how to manage cases where instruction sets
produce results that are not bitwise reproducible
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Challenges in heterogeneous computing

e Data transmission
o Data has to be transferred from host (CPU) to device

(GPU/accelerator) —

o Costly — Interconnect can be a bandwidth bottleneck

- Minimize data transfers
- Use accelerator friendly
data structures

e Portability

o HPC centers used by experiments will have different types of GPUs /
different accelerators / different types of CPUs

o Software should be portable and able to run on different platforms

Use of portability
libraries

with minimal changes

e Reproducibility
o  Different computing sites/HPCs will have different architectures

o Should determine how to manage cases where instruction sets
produce results that are not bitwise reproducible

\

- Consider the resolution
requirements of task
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Computing challenges in HEP



Computing at the HL-HLC

HiLumi
LARGE HADRON COLLIDER

LHC HL-LHC

We are here!

13 Tey A 13.6 Tev 1REAE 13.6 - 14 TeV
e B — — ————————
Diodes Consolidation
lice consolidation limi LIU Installation
8 Tev SE 2 cryolimit HL-LHC
&_ ”tg’;;:,;gg:m :'r;lgeiroancsbon Civil Eng. P1-P5 pilot beam installation
5 to 7.5 x nominal Lumi
ATLAS - CMS
experiment upgrade phase 1 ATLAS - CMS
PEAMPRES inalLumi 2 nominal Lumiy ALICE - LHCb 2x nofinal Lumi e
75% nominal Lumi upgrade
-1 integrated JRIUUVRIH
30 fb m luminosity JEUVR IR
HL-LHC TECHNICAL EQUIPMENT:
DESIGN STUDY PROTOTYPES / CONSTRUCTION INSTALLATION & COMM. HH PHYSICS

HL-LHC CIVIL ENGINEERING:

DEFINITION EXCAVATION BUILDINGS
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https://hilumilhc.web.cern.ch/sites/default/files/HL-LHC_Janvier2022.pdf

Computing at the HL-HLC (2)

e During the High Luminosity LHC (HL-LHC) 2-3
times greater instantaneous luminosity
compared to Run-2 (2016-2018)

e Up to~200 pile-up interactions

e More events at a finer detector read-out
granularity

Required processing power larger by an order of
magnitude with respect to what we have today!

e Can we keep up by only using conventional
CPUs and homogeneous architectures???

Peak luminosity [1 034cm‘23'1]

I @ ‘ @ 2]
i [1ink]
6 -
5 1™ ) ® ® < )
o ks
4 .
3
9 ]
1 so b
0 : ‘ ‘
2028 2030 2032 2034 2036 2038
Year
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https://espace.cern.ch/HiLumi/WP2/Wiki/HL-LHC%20Parameters.aspx
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Without R&D and without taking advantage of the industry hardware evolution the we will not be able to
cope with the computing demands !!
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2022-005/

Computing needs in HEP

Link] Link

CMSPublic ATLAS Preliminary
Total CPU HL-LHC (2031/No R&D Improvements) fractions 2022 Computing Model - CPU: 2031, Conservative R&D
. 2022 Estimates o 24% Tot: 33.8 MHS06*y
e Event generation Other: 2% $33

( Simulation RECO: 35%

DIGI: 9%

EEE Data Proc
. o, W MC-Full(Sim)
e Event reconstruction (L e MCFull(Red
8% Bm MC-Fast(Sim)
. B MC-Fast(Rec)
e Event post-processing == EvGen
Heavy lons
. SIM:i15% mmm Data Deriv
e Data analysis = MC Deriv
8% Analysis

RECOSim: 26%
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2022-005/

How can GPUs help?

e Event generation

e Simulation

e Eventreconstruction
e Event post-processing

e Data analysis

GPU enabled event generator i.e. Madgraph
11

PSEUDO RANDOM
NUMBERS

i

PHASE SPACE
SAMPLING

i

MATRIX ELEMENT
CALCULATION

PHASE SPACE

MONTE CARLO MONTE CARLO .

INTEGRATION UNWEIGHTING T

SS-SECTI! UNWEIGHTED EVENTS DETECTOR
cnoamw,, mﬁ & {EVT;, l'fl};ﬁt..ﬂ..] SIMULATION
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https://cds.cern.ch/record/2774080/files/2106.12631.pdf

How can GPUs help?

e Event generation

e Simulation

e Eventreconstruction
e Event post-processing

e Data analysis

GPU based Geant4 application (i.e. AdePT)
1

GPU-based

specialized

PETTC M, EM shower
calorimeter  AELICS

Geantd [Eoeg
ean
a
onCPU 1 @%n
ner
epotons +
artils g

AI/ML enabled Fast Simulation (i.e.
AltFast3 in ATLAS [1], DC-GAN in ALICE [2])

Deep Conditional Convolutional GAN

I: Conditional DCGAN

Conditional WGAN-GP

nnnnn
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https://indico.cern.ch/event/855454/contributions/4605037/attachments/2355172/4019147/AdePT-ACAT2021.pdf
https://arxiv.org/pdf/2109.02551.pdf
https://indico.cern.ch/event/727112/contributions/3114918/attachments/1707466/2751621/FastSimML-23Geant4CollaborationMeeting.pdf

How can GPUs help?

e Event generation

e Simulation

L Event reconstruction /

e Event post-processing

e Data analysis

Track reconstruction, primary vertex

reconstruction, raw data unpacking,
clustering etc.

Various efforts in different experiments
(Patatrack track reconstruction, Allen
project, ALICE TPC track reconstruction
etc.) T

TAC-HEP : GPU programming module - Charis Kleio Koraka - September 12™ 2024
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How can GPUs help?

e Event generation

e Simulation

e Eventreconstruction
e Event post-processing

e Data analysis

- Training and inference of ML models

- Perform HEP analysis using the
columinar analysis paradigm tools (i.e.
coffea [1])

numpy vector operation - fast

|l|| -)

TAC-HEP : GPU programming module - Charis Kleio Koraka -
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https://coffeateam.github.io/coffea/

Some of the current applications of
GPUs in HEP




(MS CompactMuon Solenoid

CMS Experlment at the LHC CERN )
Data recorded: 2022-Jul-05 14:49:05.562944 GMT
Runv/ Event / ¥S: 355100 / 51966930 / b4

TAC-HEP

e One of the four large experiments at
the LHC

e General-purpose detector designed to
measure properties of the Standard
Model and observe new physics
phenomena that the LHC might reveal

GPU programming module - Charis Kleio Koraka - September 12 2024
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(MS Event reconstruction

Jets
P MET Taus
Key; Muon
Electron
=~ Charged Hadron (e.g.Pion)
Event " )))! n' :___j _- I::gtt::]l Hadron (e.g.Neutron)
reconstruction Event ready to
g be analyzed
sophlstlcated Transverse slice n
algorithms through CMS I
Photons il
P Electrons H
Muons lq.HH
Online reconstruction at the High Level Trigger (HLT) : ey
[ ] Fa St Electromagne“tlc
e  Runson computing farm@CERN lormess
Hadron
. . [Calorimeter Superconducting
Ofﬂ Ine recon St ru Ct on : Solenold Iron return yoke interspersed
with Mgon chambers
e Can be more sophisticated - i i " - - - i
| 1 1 1 | 1 1 1

e  Runs on computing centers worldwide
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Raw data decoding

Clustering of nearby active pixels (Hits)
Linking of doublets of hits on different
layers

Pattern recognition linking doublets
segments (Cellular Automaton)

Fitting of the found n-tuplets (Pixel
Tracks)

Clustering of Pixel Tracks (Vertices)

Pixel RAW data for each event is
transferred to the GPU initially
(~250kB/event)

Sources [1], [2]

(MS - Patatrack track reconstruction

What is done on the GPU :

BPix1
FPix1" - BPix2 /o FPix1*
s r" v y( aud L
FPix2° < BPix3 = FPix2*
P e i
FPix3" BPix4 FPix3*
yt
R T X
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raw data

pixel tracks
(SoA)

pixel tracks

(legacy)

pixel vertices

(SoA)

pixel vertices
(legacy)

CPU

‘ raw data

‘ digis
‘ clusters

‘ doublets

‘ ntuplets

i pixel tracks

}pixel vertices

GPU
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https://www.frontiersin.org/articles/10.3389/fdata.2020.601728/full
https://indico.desy.de/event/29414/contributions/100349/attachments/66439/82291/20210618_Felice_Patatrack.pdf

(MS - Patatrack track reconstruction performance

+26% overall
event throughput increase

=,
o

CPU Only Heterogeneous Reconstruction
Reconstruction

Sources [1], [2]
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https://www.frontiersin.org/articles/10.3389/fdata.2020.601728/full
https://indico.desy.de/event/29414/contributions/100349/attachments/66439/82291/20210618_Felice_Patatrack.pdf

(MS - ECAL & HCAL local reconstruction

Electromagnetic  and

Hadronic  Calorimeter  (ECAL/HCAL)

reconstruction at the HLT stage is performed on the GPU

This includes :
Unpacking of the raw data from the detector into consecutive

O

samples read out from a single ECAL channel.

Amplitude reconstruction.
Calculation of energies from the uncalibrated reconstructed hits

local

CPU

raw data

v

unpacker

v

digis

v

amplitude
reconstruction

v

uncalibrated
rechits

v

rechit
producer

v

rechits
v

clustering, etc.

GPU

raw data

v

unpacker

v

digis

v

amplitude
reconstruction

v

uncalibrated
rechitsSoA

¥

rechit
producer

v

rechitsSoA

https://cds.cern.ch/record/2802591/files/CR2022 029.pdf
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https://cds.cern.ch/record/2802591/files/CR2022_029.pdf

LHCh (Large Hadron Collider beauty)

One of the four large experiments at the LHC

) M3 ' e Series of sub-detectors dedicated to detect
mainly forward particles

e Aim to measure small differences between
matter and antimatter by studying properties of
the b-quark

http://cds.cern.ch/record/5701
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http://cds.cern.ch/record/5701

Allen : An HLT on GPUs for LHCh e )

40 Thit/s ¢
0(250) )
H ; event buildin
e Primary vertex reconstruction %86 orvers . uilding )
e Reconstruct charged particle trajectories { 0(500) T J
. cpus (__HLTL )
e Several thousand events can be processed in parallel on the GPU
74
1-2 Thit/s
1) Sort hits by @ /\\ 2) Triplet seeding ¢, window {e- P o o} ¢
/ \\,\ N\
0(1000) x86 servers
v \ ‘PTT. : : : buffer on disk
0 b .1 calibration and alignment
3) Triplet forwarding v fLicow {_‘ .c‘ -} v
P o} % g
M i = HLT2
P b 2
| 02F 3 1t of closest approach of tracks to beamline PV reconstruction efficiency 80 Gblt/s ¢
95 o} 5 —e 5 2 . = —
’ ‘ ‘ 0 2000 4000 LHCb simulation, GPU R&D iy ey e 1 2
. Campora, . Neufeld, A Riscos Nifiez: " fastlocal algorith for track reconstruction on parallel architectures”, IPOPSW 2019 REleV] o é s~ LG simaion Té, ( storage J
S PV — - GPU R&D ;
.sf Candidates | oo ] 2
; \\ 04 ™ q:
Source: . \ | Ity
https://d-nb.info/1213584876/34 ol ] !
S ¢ = o track multiplicity of MC PV

https://cds.cern.ch/record/2699553/files/v
om Bruch Allen chep2019%2004.11.pdf
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https://d-nb.info/1213584876/34
https://cds.cern.ch/record/2699553/files/vom_Bruch_Allen_chep2019%2004.11.pdf
https://cds.cern.ch/record/2699553/files/vom_Bruch_Allen_chep2019%2004.11.pdf

ALICE (A Large lon Collider Experiment)

One of the four large experiments at the LHC
Detector dedicated to heavy-ion physics

Designed to study the physics of quark-gluon plasma
Trying to recreate conditions similar to those right

after the Big Bang

Main detector: large time projection chamber (TPC)

TAC-HEP : GPU programming module - Charis Kleio Koraka -

ACORDE

L3 Magnet

Absorber
EMCAL

TRD

HMPID

PMD/VO

Tracking
Chambers
Z0C Trigger
Chambers

Dipole
Magnet

September 121" 2024

32



ALICE - TPC track reconstruction with GPUS

Most compute-intensive part is the reconstruction of particle trajectories in the TPC.
The HLT uses a GPU-accelerated algorithm for TPC tracking that is based on the Cellular

Automaton principle and on the Kalman filter.
e In operation since Run-1

'Extrapolued

e Several events and different sectors
of the TPC are able to run in parallel

https://arxiv.org/pdf/1712.09430.pdf
33
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Wrapping-up



Overview of today’s lecture

GPUs can provide more FLOPS/watt that CPUs :

o They do not replace CPUs but are used in combination to maximize performance
when the task at hand is parallelizable

Heterogeneous computing involves using multiple different types of processors to
accomplish a task

The next decades will pose a significant computing challenge for HEP experiments, especially
for the LHC experiments in light of HL-LHC

Many HEP experiments are already exploring the use of accelerators and heterogeneous
computing

TAC-HEP : GPU programming module - Charis Kleio Koraka - September 12™ 2024
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Next week

e We will brush up our knowledge of C++

O O O O O O O ©O

SEE Y/QU NEXT WEEK!
2 " ‘_ &

Core syntax and types

Operators

Arrays, Pointers & References :

Control instructions (if/switch,for/while loops etc.) |'|.|./BE Wﬂl““i:...
Compound data types (structs, enums etc.) : ‘ . S
Functions

Scopes / namespaces
Object Orientation (objects and classes/ constructors & destructors/ inheritance )

TAC-HEP : GPU programming module - Charis Kleio Koraka - September 12™ 2024
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