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Overview of profilers
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• GPU programing is often an iterative process
- Profiling often provides important insight to achieving better performance
• Nvidia has two main profiling tools* for different level of analysis
• Nsight System
- A system-wide performance analysis tool
• Overview of program timeline (Host/GPU trace)
• Data movement/ synchronization 

• Nsight Compute 
- An interactive kernel profiler for CUDA applications
• GPU utilization
• Memory access
• Source-code reference 

Implementation 

Profile  
application 

Inspect/ 
Analyze

*older tools called nvprof/NVVP are being deprecated
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Nsight system 

• System-wide application algorithm tuning
• Visualization
- Locate optimization opportunities
- See gaps of unused CPU and GPU times 
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Command line interface: 
nsys

Graphical interface: 
nsight-sys.nsys-rep

Generate report
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Nsight system - Command Line Interface(CLI)

• Basic usage:
nsys profile [options for profile][application][app. options] 
• Example:
nsys profile -o fileName --stats=true ./cuda  

• Result:
- stats=true gives  

report printouts

• Reports written in  
filename.nsys-rep &  
filename.sqlite  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osrtsum

cudaapisum
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Nsight system - Command Line Interface(CLI)

• Reading back the reports:
- Print out all reports:  
nsys stats fileName.nsys-rep 

- Reading one particular report 
nsys stats --report [option] fileName.nsys-rep --timeunit us

- To see what reports are available: 
nsys stats --help-reports
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Nsight system - GUI

• After generating the reports, start the GUI with  nsight-sys
• Visualize the program trace
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Memory operations 
HtoD/DtoH  

Duration+transfer size

CUDA Kernel

CUDA API calls

GPU  
section

Host  
section
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Nsight system - GUI

• A more realistic example
- Multiple kernels and/or streams
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GPU Idle times
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DEMO

8



10/31/2024 Martin Kwok | Introduction to NVIDIA profiling tools

Nsight compute - CLI

• Nsight-system provides the overview
- GPU Kernel itself is a “blue box”
• Nsight-compute looks inside the blue box via  

hardware counters and software instrumentations
- GPU utilization
- Memory access 
• In general, more “intrusive” to original program
- Gather much more details
- Could have non-negligible overheads depending on what data are being collected
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CUDA Kernel

Command line interface: 
ncu

Graphical interface: 
ncu-ui

Generate report

.ncu-rep



10/31/2024 Martin Kwok | Introduction to NVIDIA profiling tools

Nsight compute - CLI

• Basic Usage:
ncu [ncu options] [program] [program-arguments]

• Examples:
• ncu --set=[full] -o p2r_cuda_ncu_demo ./p2r_cuda_Demo
- Profile a specific kernel
- ncu --kernel-name GPUsequence ./p2r_cuda_Demo 
• What can ncu collect?     [ncu --list-sets] 
- A metric is a characteristic of an application that is calculated from one or more event values
- A section is a group of metrics
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Nsight compute - GUI
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Page:  
[Summary | Details | Source]

Kernel name

Sections
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Nsight compute - GUI

• Speed of Light (SOL) -  
Compare the fraction of achieved compute/memory throughput w.r.t. theoretical maximum 
- Higher is better
- If the an application is slow, typically it will show up as low utilization of SM/Memory

• Launch Statistics
- Grid, blocks, Number of threads
• Have you launched enough threads?

- Waves Per SM
• How many blocks each SM has to compute to finish the grid of work
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Nsight compute - GUI

• Deeper dive into SM utilization:
- How the work is distributed
• Scheduler Statistics 

Warp State Statistics 
Compute Workload
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Warp state statistics
Warp states 
(# cycles spent in  
each state for  
each instructions)

Compute Workload

Operations
(LSU, ALU, 
FMA etc)

Scheduler statistics

Warp Activities

Scheduler 1:

Active
Stalled

Eligible 
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Nsight compute - GUI

• Deeper dive into memory utilization
• Memory Chart [reference]
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Logical Units Physical Units

instructions

Requests Kernel

https://docs.nvidia.com/nsight-compute/ProfilingGuide/index.html#memory-chart
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Nsight compute - baseline

• Often difficult to understand the all the metrics in an absolute sense
• But the relative difference is easier to interpret

• Can use any report as the “Baseline” 
- Open another report to compare all the metrics side-by-side

15



10/31/2024 Martin Kwok | Introduction to NVIDIA profiling tools

Nsight compute - Source correlation

• Another powerful functionality: source correlation
- [Compile applications with -lineinfo in nvcc]
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Source  
page

Source file

Assembly

Sort by metric values  
for insight  
e.g. hot-spot/long stall
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DEMO
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More advanced topics

• NSight system 
- NVTX: User defined code regions for more accurate 
• NSight-compute
- User-defined metrics
- Multi-node profiling
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NVTX regions
Code Timeline

Muplti-node processing
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Summary

• Introduced basic functions of NVIDIA’s profiling tools
• NSight-system 
- CPU+GPU program trace for overview
• NSight-compute
- Deep-dive into individual kernel 
- Baseline analysis
- Source correlation

• You should be able to collect the profiling results with both tools!
- Interpretation of results / Identifying problems requires more expertise 
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Resources

• Nsight system user guide
- https://docs.nvidia.com/nsight-systems/UserGuide/index.html
• Nsight compute user guide
- Command line interface  

https://docs.nvidia.com/nsight-compute/NsightComputeCli/index.html
- GUI  

https://docs.nvidia.com/nsight-compute/NsightCompute/index.html

• Free tutorials for nsight-system/compute
- Compute Accelerator Forum 
• https://indico.cern.ch/event/962112/
- https://www.olcf.ornl.gov/calendar/nvidia-profiling-tools-nsight-systems/
- https://www.olcf.ornl.gov/calendar/nvidia-profiling-tools-nsight-compute/
- General CUDA training:
• https://www.olcf.ornl.gov/calendar/fundamental-cuda-optimization-part1/
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